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ABSTRACT. In a seminal article C. Henry (1974) presented the irreversibitity effect, 
which pointed out that under uncertainty, the optimal sequence of decisions depends on 
not only the payoffs, but also the flexibility, in terms of availability of future options, 
associated with each decision. But the irreversibitity effect pertained to certain particular 
conditions and definitions. In this paper, a more general model is developed to 
re-examine the notion of an irreversible decision, its relation with flexibility and the 
irreversibility effect. It is shown through two propositions that the irreversibility effect 
need not hold always and the notion of irreversibiity can be used only under certain 
circumstances to derive the optimal sequence of decisions ex-ante. 
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1. INTRODUCTION 

A decision takes on the characteristics of  irreversibility to the extent 

that  it shrinks the space of available options. In other words, an 
irreversible decision is one which, if taken,  results in not  being able to 

exercise (for  a long t ime or forever) some option that was available 
earlier. In two articles, Ar row and Fisher (1974) and Henry  (1974a) 
independent ly  studied the link between irreversibility, uncertainty and 
information.  Fur thermore  Henry  stated the link between irreversibili- 
ty, uncertainty and information explicitly in a proposit ion called the 
' irreversibility effect ' .  This stated that an irreversible decision that 
yields bet ter  payoffs as compared  to a reversible decision under a 
particular situation, may with more  information (and under  the same 

situation) yield lower payoffs than the reversible decision. 'More  
informat ion '  here connotes an increased capability to anticipate with 

grea ter  accuracy and precision, the state of  the world tomorrow.  
Through  different analyses they arrived at the same normative conclu- 
sion: in the face of anticipated increases in information,  it might be 
be t te r  to take a reversible rather  than an irreversible decision. 
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This result inspired two streams of literature. One studied the 
relation between decision making under exogeneous uncertainty (given 
by geometric Brownian motion) with irreversibility. A good survey 
may be found in Pindyck (1991). The second stream studied further 
refinements of the irreversibility effect (Freixas and Laffont,  1984, 
1986) and its applications to various situations (Freixas, 1987). Cohen- 
det and Llerena (1989) also present in their book an extensive survey 
on illustration and application of the irreversibility effect to invest- 
ment,  production and finance theories. 

It is to be noted, however, that the irreversibility effect related to 
certain particular situations and irreversibility was always taken to be 
synonymous with loss of flexibility. In this connection, the objective of 
this paper is to examine what happens to the irreversibility effect in a 
general context. 

This paper is organized as follows. Firstly the relation between 
flexibility and irreversibility and the models of the irreversibility effect 
are examined. Then two propositions on the robustness of the 
irreversibility effect are presented. 

2. A T W O  P E R I O D  M O D E L  OF D E C I S I O N  M A K I N G  

Before presenting the model we introduce the main notation used: 

i, j , k , l :  
= {ai; i = 1, 2 . . . . .  I}: 
= [bj; j = 1, 2 . . . . .  J}: 

d t : 
r t ; 

Jr, : 
d*+l (d , ) :  

D,(o): 

D,+,(ai l dt): 

Pa°i(d,): 

general indices. 
set of first stage (intermediate) states. 
set of second stage (terminal) states. 
decision taken at time t. 
reversible decision. 
irreversible decision. 
best response at time t + 1 to decision d t . 
set of decisions available at initial state o. 
set of decisions available at first stage state 
a i when decision d t is taken at the initial 
state o. 
probability of reaching ai from state o 
using decision dt. 
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U(d,): 

6//'(bj): 

utility of intermediate reward at time t + 1 
associated with decision d t . 
utility of reward at time t + 2 associated 
with terminal state bi. 

Let  us consider a two period decision making problem as follows. 
Suppose at an initial state o a set of decisions Dt(o ) is available at time 

t for  some decision maker.  Every decision d t in Dt(o ) can reach each of 
the first stage (intermediate) states ai, i = 1, 2 . . . . .  I in M with 
probabili ty P°i(d,). At every state a i in M, a set of decisions 
D,+l(ai I d,) is available at time t + 1 as a consequence of having taken 
decision d t at time t. Every decision dr+ 1 in Dt+l(a i I dr) can then reach 
each of the second stage (terminal) states bj,  j = 1, 2 . . . .  , J in ~ with 
probabili ty P~i(d~+l). If decision d,+ 1 is not available at first stage state 

i 
a i after having taken d e ai , Pbj(d~+l)= 0 for all states bj m ~ .  

The  problem of the decision maker is to plan ex-ante for a decision 
d t and a set of state contingent decisions dr+ I E D,+l(a e ] d,) so as to 
maximize total utility obtained. But planning in time period t for state 
contingent decisions for time period t + 1 will depend on the ability of 
the decision maker to recognize the intermediate states at time t + 1 on 
arrival. For  example, suppose the decision maker has to decide today 
whether  to take an umbrella or a sun hat for  tomorrow. If his house 
has a window, he could make state contingent plans such as: I will look 
out  of my window and if it is raining I will take the umbrella; otherwise 
the hat. Whereas if he lived in a house with no windows (and he was 
not  allowed to open the door  to check the weather!)  then he has no 
way to recognize the weather  tomorrow and therefore cannot make 
state continge, nt plans beforehand.  Thus planning of the decision 
maker  at t ime t will depend crucially on his perception of his ability to 
distinguish intermediate states on arrival at time t + 1. This leads to the 
following definitions. 

2.1. Information Set 

An information set is a union of first stage states among which the 
agent cannot distinguish. 
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2.2. In fo rma t ion  Structure 

A n  information structure S o is a union of information sets, say So,k, 

k = 1, 2 , . . . ,  K, which constitute a parti t ion of the first stage states ~¢. 

Comple te  information refers to the situation where no two first stage 

states are in the same information set. Incomplete  information means 
that  all first stage states are in the same information set. Finally, partial 
information refers to an information structure that  is neither complete  
nor  incomplete.  

2.3. In fo rma t ion  Re f inemen t  

An information structure S o is said to be a refinement of information 

structure S o and yielding more  information,  if: 

(i) for every information set so j  in S o there is a set of information sets 
in S o that constitute a partition of so, j . 

(ii) for at least one information set So.k. in S o the parti t ion in S o 
consists of more  than one set. 

In other  words, information refers to the ability to recognize first 
stage states on arrival and is said to be growing when the information 

structure becomes  more  refined. 
At  t ime t then, a decision maker  has to choose a d t available at 

initial state o and a K vector of  decisions dr+ 1 corresponding to the K 

information sets s0, k , k = 1, 2 , . . . ,  K in his information structure S 0 . 
There  are two types of rewards; an intermediate reward associated 

with the initial decision taken d t and a final reward associated with the 
sequence of decisions taken dr,dr+ 1 . The intermediate reward is 
refer red  to as U(dt) and is obtained at t ime t + 1. It  is further  assumed 
that  any two sequences of  decisions which arrive at the same terminal 
state will obtain the same final reward. Therefore  the final rewards 
obtained at t ime period t + 2 are associated with terminal states and 
given by the vector ~ ' ( b j ) ,  j = 1, 2 . . . .  , J. It  is assumed that the 
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preferences of the decision maker are such that his objective is to 
maximize the sum of  his certain intermediate reward (U(dt)) at time 

t + 1 and the expected final reward at t ime t + 2 (V(d t , dt+~, So) under 
an information structure So. 

If a decision dr+ ~ is taken at first stage state a i, the utility payoff in 
the final period is given according to the Von Neumann-Morgens te rn  
expected utility function and is equal to: 

~,, P~'(d,+l). ~l'(b]). 
b j ~  I 

We know that when information is not complete a vector of 
decisional choices is made for time t + 1, one for each information set. 

Now if decision d t is chosen in time period t and the decision dr+ 1 is 
chosen at t ime t + 1, the utility payoff in time period t + 2 from each 
information set so, k of information structure S o is given by: 

v(dt, d r + l ,  SO,k) = E P~(d,)"  --b,, t+I ,  
aiCSo, k b. 

Finally the utility payoff in time period t + 2 from the decisions d t , dr+ I 
under  an information structure So, where S o is the union of the 

information sets So,k, k = 1, 2 , . . . ,  K, is: 

V(d, ,  dr+,, S o) : ~ v(d, ,  dr+l, So,k). 
k = l , 2 , . . . , K  

Let  dt+l(dt) represent the K vector of decisions taken at t ime t + 1 
corresponding to the information sets So, k, k =  1 , 2 , . . .  ,K ,  which 
maximizes V(d, ,  dt+l, So), Then the problem of  the decision maker  is 
to maximize the sum of the intermediate and final utility payoffs 

7r(d t , d,+ 1 , So) as shown below: 

Max 7r(d t, dr+ 1 , So) : U(dt) + V(dt ,  d*+l(dt), So) .  {dt~Dt(o)} 

This f ramework of decisions is illustrated in Figure 1. 
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FRAMEWORK OF DECISION MODEL 

a ,ml . lumelmmleleml,  

1 

b bj b 
. . , . . . . . . . . . . . . . . . . . . . . . . . . . . . .  J 

Pa 
...... i ....... al states reached at time t÷l  

states reached at time t÷2 

Fig. 1. 

3. IRREVERSIBILITY AND FLEXIBILITY 

We now present  some definitions in which the symbol 
' p rope r  subset of '  and the symbol C denotes 'subset of'.  

C denotes 

3.1. Loss of  Flexibility 

(i) A decision d t taken at the initial state o is said to reduce flexibility 

over time if at t ime t + 1: 

D~+l(ai I dr) C D~(o) for all states ai ,  i = 1, 2 , . . . ,  I 

and D~+l(ai. I d,) C O~(o) for at least one state a i . .  
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(ii) A decision d, reduces flexibility with respect to another  decision 

d, if: 

Ot+l(a i I d t )C Dt+l(a i I dr) for  all states ai 

D,+l(at.  l d , ) c  D,+l(ai.  t dr) for at least state a i . .  

Now suppose a reversible decision r, and an irreversible decision ir, 
were available at the initial state o. We would distinguish between 

them as follows. 

3.2. Reversible Decision 

A decision r t taken at the initial state o is said to be reversible if at all 
first stage states a i reached by the reversible decision we have: 

Dt+l(ai I r,) D D, (o) .  

3.3. Irreversible Decision 

A decision ir t taken at the initial state o is said to be irreversible if at 

t ime t + 1: 

{Dt+l(at* t irt) n O~(o)} c Dt(o ) for at least one state ai. ; 

and 

D~+l(ai [ irt) C D~+l(a i ] rt) for all states a t 

which can be reached by the reversible decision r t . 
Note  that  the above definitions relate to loss of  flexibility along two 

dimensions: firstly over  t ime with respect to the original availability of 
decisions (Dr(o)) and secondly at t ime t + 1 with respect to other  

decisions. A reversible decision is one that preserves flexibility along 
both  these dimensions at all first stage states reached at t ime t + 1. An 
irreversible decision leads to sure loss of options with respect to initial 
availability of options and perhaps  a loss of  options at a state which is 
also reached by a reversible decision. But the definition of an 
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irreversible decision does not preclude the creation of new options vis 
d vis the original availability at any of the states or vis ~ vis the 
reversible decision at some state that cannot be reached by the 
reversible decision. For  these reasons, an irreversible decision is not 
just the opposite of a reversible decision but something stronger and 
therefore  needed to be defined separately. There can be decisions 
which are neither reversible nor irreversible but they are not consid- 
ered here because of our  interest in showing the connection between 
the various existing models and the irreversibility effect; no doubt they 
can be accommodated by change of terminology (total vs partial 
reversibility for instance). 

3.4. Exogeneous vs Endogeneous Uncertainty 

Uncertainty is said to be exogeneous when: 

pai(dt ) o  = pai(dt ) o  - for all ai, i = 1, 2 , . . . ,  I in • and all 

decisions dt, d, E D~(o) . 

If uncertainty is not exogeneous then it is endogeneous. 
Thus exogeneous uncertainty is as if uncertainty is given by nature 

for all the decisions available at the initial time period t and is the same 
for all of  them. 

Now in order to show the connection between the various models of 
the irreversibility effect we make explicit the following assumption. 

ASSUMPTION.  It is assumed that there is only one source of 
uncertainty and that Dt+l(ai lr t )= D~(o) for all first stage states a i , 
i = 1 , 2 , . . .  , L  

3.5. Comment 

Under  the above assumption when uncertainty is exogeneous: 

Dt+l(ai l ir,)C Dt+~(ai Ir ,)= D,(o) for all states ai, 
i = 1 , 2 , . . .  , I ;  
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Dt+l(ai* I ir,) C Dt+l(ai .  [ rt) = Dr(o) for at least one 

state ai. 

i.e. an irreversible decision leads to sure loss of flexibility over  t ime as 

well as with respect  to the reversible decision. Note  that  when 

uncertainty is exogeneous every state that can be reached by the 
irreversible decision can also be reached by the reversible decision. 
Then  f rom the definitions of reversible and irreversible decisions the 

above comment  follows. 

4. MODELS OF THE IRREVERSIBILITY EFFECT 

As we said before the problem of the decision maker  is to choose at a 
t ime t, and at an initial state o, a decision for t ime t and a vector of 

decisions for t ime t + 1 for each of the information sets he envisages at 

t ime t + 1. Now, between time t and t + 1 there might be occasion to 
obtain more  information. In other  words between the time that he 

executes the first decision and the time he executes the last decision, 
the decision maker  might obtain more  information. In this case his 
choice at t ime t would depend on not only his present  calculations 
about  the utility payoffs associated with each of the decisions but  also 
the anticipated gains associated with more  information. In this context 
the irreversibility effect was presented to weigh the present  advantages 

of  irreversible decisions against anticipated gains f rom information. 

4.1. The Irreversibility Effect  

Let  information structure S O be a refinement of  information structure 

S o then: 
if 

it implies 

whereas  if 

rr(r, , So) >- rr(irt , So) 

rr(G , SO) >1 rr(i G , So) ; 
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rr(ir, , So)  >- rr(rt, So) 

it does not imply 

~r(ir, , S~ ) >t or(r,,  S~ ) . 

Thus the irreversibility effect states that if under a particular 
information structure a reversible decision dominates an irreversible 
decision, in the sense of yielding greater payoffs, then the reversible 
decision will continue to yield greater payoffs under a refinement of 
the original information structure. However, if an irreversible decision 
dominates a reversible decision under a particular information struc- 
ture then it may not continue to do so with more information. 

Henry (1974) and Laffont and Freixas (1984) (and all the applied 
papers) considered uncertainty to be exogeneous. The comment given 
earlier then explains why they considered irreversibility to be 
synonymous with loss of flexibility. In their models under exogeneous 
uncertainty, the irreversible decisions could not reach any state and 
could not make available any new option other than the ones made 
available by the reversible decision. Moreover, Henry who stated the 
original irreversibility effect and proved it by an example considered 
the case where an irreversible decision led to a total loss of flexibility. 
For instance, d, could be either 0 or 1 and d,+ 1 had to be either 0 or 1 
and greater than or equal to d,. Thus, ff the number 1 was chosen at 
time t, it had to be chosen at time t + 1 also. He also considered only 
two possible information structures, incomplete information and com- 
plete information. Laffont and Freixas (1984) generalized the in- 
formation structure to include all possibilities between complete and 
incomplete information. Then they considered a particular case of 
continuous decisions (d, and d,+l were intervals rather than numbers). 
Here they showed that a necessary condition for the irreversibility 
effect was quasi-concavity of the expected utility function. 

5. THEORETICAL RESULTS 

We now present a restatement of the irreversibility effect as Proposi- 
tion 1 where we consider uncertainty to be exogeneous but without 



DECISION, IRREVERSIBILITY AND FLEXIBILITY 269 

assuming any particular form of dependence between d, and d,+~. 
Here  an irreversible decision shrinks the space of  options, but not 
necessarily to a single point. 

5.1. Decision Dominance 

A decision d, is said to dominate {strictly dominate} a decision dt 
under information structure S o if 7r(d, , So)>-{>}Tr(d,, So). 

5.2. P R O P O S I T I O N  1. Suppose P°i(rt)=P°i(ir,) for all a~, i=  
1 ,2 , .  . . , I  in M then: 

(i) Without further restrictions the irreversibility effect need not hold. 
(ii) I f  U(rt) > U(irt) then the reversible decision will strictly dominate 

under all information structures. 
(iii) I f  U(r , )~  U(irt) and the reversible {irreversible} decision domi- 

nates under an information structure S o then the reversible {ir- 
reversible} decision will continue to dominate under S O a refine- 
ment o f  S o if and only if, 

a(rt, So, So) >>- a(iG, So, So)" 

{oL(irt, S 0, S~) I> a(r t ,  S0, S~)} 

where a(d, ,  S o, So) is the increase in payoffs for decision d, from 
gain in information in going from S o to S o or 
{V(d,, d*+l(dt), So) - V(d,, d*+~(d,), So) } . 

Proof. (i) As proof we give the following counter example. Con- 
sider a decision tree with initial node I0, two first stage nodes a l ,  a 2 
and two second stage nodes bl ,  b2, where the structure of states, the 
availability of decisions, the probability matrices and the structure of 
rewards are as follows. 
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Availability o f  decisions: 

Dt(Io) = {dr, d ,} ,  

Dt+l(a~ [ d,) = Dt+l(a 2 ] dr) = {dt+l,  dr+ l}  , 

Dt+a(al [ d t ) = ( d t + l ) ,  D t + ~ ( a 2 l d t ) = { d t + ~ , d , + l } .  

Probability matrix for decision d t : 

P~](dt) = 0.1 ; 

Phi(dr+l)=0.5 • 

a 2  Pol(dt+l)=0.6 " 

P~(d  ) = 0.9" 
t 

Pb2(dt+l) = 0.5" 

P ~ ( d t + l ) = 0 . 4 .  

Probability matrix for decision [lt : 

P':(a3=o.a ; plo(d )=0.9; 
a l  - -  Pbi(d,+~) = 0.9 ; Pb2(dt+a) = 0.1 ; 

a 2  - - -  a 2 - -  Pb,(dt+~) - 0.4 ; P%(d,+l) = 0.6 .  

a i a i --  Note  that the figures given for Pbj(dt+~), Phi(dr+l) hold when dr+ ~ 

and d,+~, respectively, are available at a i as a consequence of the 
decision taken at t ime t. When they are not available the corresponding 

probabili t ies are zero. 

Intermediate rewards associated with decisions: 

U(d,) = 1, u(3,) = 2 .  

Final rewards associated with terminal states: 

0//,(bl) = 10, 0//,(b2) = 20. 

Evidently decision d t is the reversible decision and decision d t is the 
irreversible decision. Since there are only two first stage states, there 
can be only two types of information structures, incomplete infor- 
mat ion indicated by S o and complete  information indicated by S o . Let  
ICd, a represent  expected terminal payoffs under  incomplete infor- 

mat ion for the sequence of decisions dr, dr+ a taken at times t and t + 1, 
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respectively, and similarly for other  sequences of  decisions. Then for 

the above example  we have the following: 

ICa. a = 0 . 1 ×  (0.5 x 1 0 + 0 . 5  × 2 0 )  

+ 0.9 × (0.6 × 10 + 0.4 × 20) = 14.1 ; 

IC<a = 0.1 × (0.9 x 10 + 0.1 x 20) 

+ 0.9 × (0.4 x 10 + 0.6 x 20) = 15.5 ; 

ICa.,~ = 0.1 x (0.5 x 10 + 0.5 × 20) 

+ 0.9 x (0.6 × 10 + 0.4 × 20) = 14.1 ; 

ICa. a = 0.9 × (0.4 x 10 + 0.6 × 20) = 14.4. 

As before ,  let d*+~(dt) be the best response in t ime period t + 1 to 
the decision d, taken at t ime period t. Thus under  incomplete 

information:  

V(,dt, d*l(d,) ,  So) = Max(ICd,a, IC<a ) = 15.5 ; 

V(d t , d~+,(a,), So) = Max(ICa,,~, ICa,a) = 14.4 ; 

w(dt, So) = 16.5 > 16.4 = ~r(d~, So). 

Under  complete  information,  dt+i(dt) also depends on the state a s 
that  has been reached. Thus: 

V(dt, d*+l(dt) , So) = 0.1 x (15) + 0.9 x (16) = 15.9 ; 

V(d,,  d*+l(d,),  So) = 0.1 × (15) + 0.9 × (16) = 15.9 ; 

rr(d t, So) = 16.9 < 17.9 = w(&,  So) .  

Hence  the irreversibility effect is refuted under  these circumstances. 
(ii) Recall that the rewards of a decision dt is the sum of an 

intermediate  reward and a final reward, The final reward from any 
decision in a two stage decision making process is a weighted average 
of the payoffs at each first stage information set (which in turn are a 
function of the second decision used at each information set), the 
weights being given by the probabili ty density of  the first decision to 
the first stage states. Thus two factors determine the final payoff,  the 
actual rewards at the first stage information sets and the weights. 
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Under  uncertainty given by nature the weights are the same for both 
the decisions. 

o - Pai(trr), it follows from the comment that for all Thus when Pa~(rt) - o • 
information structures S o we have: 

V(rt ,  d*+~(rt), So) >i V(ir , ,  dt*a(irt), So) .  

This is true by definition of a reversible and an irreversible decision 
and by definition of V(d~, d*+l(d~), So). From the above and the fact 
that ~(d t ,  So) = U(dt) + V(dt ,  d*+l(d~), So) the proposition is obvious. 

(iii) Note that for any information structure S o and its refinement S O 
the payoffs may be written as: 

7r(r,, So) = w(rt ,  So) + ct(rt, So, So ) .  

From the above fact the proposition follows. Though this may seem 
obvious to the reader, the above statement was made in order to 
highlight the fact that the gains from more information need not be an 
increasing function of the availability of options; i.e. it need not be 
more for the reversible function. For part (i) of this proof we had 
given an example where the gains from more information had been 
less for a reversible decision v i s ~  vis an irreversible decision; but by 
changing the probability weights of that same example we can arrive at 
a situation where the inequality sign is reversed. 

Hence it can be noted that the irreversibitity effect can occur only in 
the case where U(rt) <~ U(ir,) and a(rt  , So, S O ) > a( ir  t , So, S o ). Now we 
can also see how the example of Henry worked. In his example an 
irreversible decision reduces the space of future options to a single 
point. So there is no gain from more information for the irreversible 
decision whereas there could be a gain from more information for the 
reversible decision. Applying Proposition 1 to this particular case gives 
the irreversibility effect. 

5.3. PROPOSITION 2. When uncertainty is intrinsic or P°i(rt) 
P° ( i r t )  the irreversibility effect need not  hold; moreover  we cannot 
predict ,  under  which situation a decision will be dominant  using the 
not ion o f  irreversibility. 

Proof .  We illustrate the first part by means of the following 



DECISION, IRREVERSIBILITY AND FLEXIBILITY 273 

example. We consider the same decision tree and the availability of 
decisions as before.  But we change the intermediate rewards as 
follows; U(d,)= U ( d t ) =  1. The probability matrices and the rewards 
are given below: 

Probability matrix for decision d t : 

e~°(d,) = 0.S ; P~°(d,) = 0.2 ; 

a l  a l  Pb,(d,+,) = 0 .5  ; P b 2 ( d , + l )  = 0 . 5 -  

P b ] ( d , + l ) = 0 . 6  " Pa2(d+ a = 0 . 4  
b 2 t I 3  " 

Probability matrix for decision d t : 

1 0  - -  Pa~(d,) = 0.1 ; P~°(a,) = 0.9 ; 

a l  - -  a l  - -  Pb,(d,+l) = 0.9 ; n%(d,+l) = 0.1 ; 

a 2  - -  a 2  - -  Phi(dr+l) =0 .4  ; Pb2(dt+a) = 0 . 6 .  

Thus we have: 

7r(,t,, So) = 15.8> 15.4 = 7r(d,, So) ; 

~r(d,, So) = 16 .2<  16.9 = ~r(tt,, S0) ; 

a(d,, So, So) = 0.4 < 1.5 = a ( d , ,  So, So). 

Let  us start with incomplete information when there is only one 
information set. When a decision is reversible it has the advantage that 
at every first stage node which can be reached by both the reversible 
and irreversible decision, the decisions available as a consequence of 
using the irreversible decision are also available as a consequence of 
using the rew;rsible decision. This means that, at a node that can be 
reached by both kinds of decisions, the rewards that are made possible 
by using an irreversible decision can also be enjoyed by employing the 
reversible decision. However ,  the expected final return V(. ) from a 
decision is a weighted average of rewards at the first stage nodes, with 
the weights being the probabilities to the respective nodes. Thus it is 
possible, that from the entire information set, the payoff to the 
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irreversible decision is greater because the probability weights favour 
the irreversible decision (i.e. P°i(irt) might stochastically dominate 
P :  (r,)). 

Moreover, there might be states or information sets that may be 
created by the use of the irreversibile decision, which can only be 
reached by using the irreversible decision, and the benefits of which 
are available only as a consequence of using the irreversible decision. 
Therefore when uncertainty is not the same for all decisions, under 
incomplete or partial information there is no possibility of using the 
notion of irreversibility of a decision to outline general conditions 
under which V(rt,di*+l(rt),So) is bigger than Y(irt,d*+l(irt),So) or 
~(r,,  S o) is bigger than ~r(ir~ , So). 

The total payoffs for any other information structure S o may be 
written as: 

7r(r,, So) = ¢;(rt, So) + ol(rt , S o, So) .  

The definition holds similarly for the irreversible decision. As we 
have seen before it is not necessary for the gains from information to 
be more for a reversible or for an irreversible decision. Everything 
depends on the structure of rewards and the structure of decisions for 
that particular case. Thus we can not arrive at rules or propositions to 
predict which decision will be dominant. All one can say here is that 
the impact of a decision will be a function of the probability matrix 
associated with it, the reward structure, the flexibility of the decision 
and the gains from information. 

6. C O N C L U S I O N  

In this paper we examined the logical construct necessary to justify a 
normative proposition termed the irreversibility effect. The irrever- 
sibility effect pertained to the relation between irreversibility, uncer- 
tainty and gains from information in a two period (t and t + 1) decision 
making model. The proposition cautioned decision makers against 
taking irreversible decisions if they anticipated getting more informa- 
tion between the time of taking the first decision and time of taking the 
second and final decision. 
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In this context we first examined the relation between flexibility and 
irreversibility. It was shown that an irreversible decision led to loss of 
flexibility vis d vis the initial availability of decisions and vis g~ vis a 

reversible decision when uncertainty was exogeneous or the same for 
all decisions at time period t. Otherwise an irreversible decision led to 
loss of flexibility vis ~ vis the initial availability of decisions but 
retained the possibility of making new options available. 

Then, in Propositions 1 and 2, it was shown that the irreversibility 
effect could hold only when an irreversible decision led to total loss of 
flexibility in all future states. Outside of this special case, when 
uncertainty was exogeneous some predictions could be made on the 
optimal decision at time t, if one had certain information like the 
intermediate rewards associated with the decisions. However, when 
uncertainty was endogeneous no predictions could be made using the 
notion of irreversibility. 

Essentially the irreversibility effect failed in the general case because 
of the counter intuitive fact that the gains from anticipated information 
need not always be more for the reversible as compared to the 
irreversible decision. There is no obvious connection between flexibili- 
ty and the gains from anticipated information. 

Thus our conclusion is a normative statement about a normative 
statement, namely: do not reject a decision on the basis of its 
irreversibility; make a thorough analysis of all the externality effects; 
take into account all the new options that an irreversible decision can 
create (for it can create options not possible with a reversible 
decision). This argument is valid for a number of current debates in 
economic policy. For instance whether or not to allow commercializa- 
tion of transgenic plants. Most antagonists worry about the irreversible 
nature of this decision; whereas many proponents justify its rationality 
on the basis of the new options that this decision could open up. 
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